Prof. Morten Hansen

Sept 23 2011
Managing in Information-Intensive Companies

Complete by September 30 at 9.00am (beginning of class):

Individual assignment: Network Analysis of company data. The assignment is to analyze a real network—the network of professional people relations between engineers in 41 business units in the measurement sector of Hewlett-Packard in the mid nineties (this sector was spun off in 1999 to form the Agilent company). See the description of this data set in the article “The Search Transfer Problem…” listed under session 6 in the course syllabus (Detailed Schedule page) online). 

1. Either use the Ucinet 6 software installed on the Windows machines in the Masters’ Lounge OR download the Ucinet 6 software from http://www.analytictech.com/  . It is free for 2 months and you do not have to give a credit card for it.  This is a network analysis software often used by academics. (note: it only works using Windows). 

2. Download four data files from the MIIC course website, posted under session 6. 

1) MIIC Collaboration.xls. This is a 41x41 matrix, displaying all the relations between the 41 business units. Notice that each cell ranges from 0 to 14, where 0 means no relation between the two units and 14 means a very strong relationship.
  Also note that the matrix is asymmetrical: one unit can have a strong tie to another (they get a lot of advice from this unit), but not the other way around. You do not need this file to do the analysis, but it is good to have this raw file. 

2) MIIC Collaboration.##h and ##d.  This is the same matrix, but formatted for Ucinet

3) MIIC Collaboration dichotomized.##h and ##d.   This is the same data, but now each cell takes a value of 0 or 1, where 1 is the existence of a tie. 

4) MIIC Collaboration dichotomized-sym.##h and ##d. Same data file but it is dichotomized (0s and 1s) and symmetrized, such that a cell take the value 1 if either cij or cji is 1. 

3. Complete these assignments. 

1. Use data file “MIIC Collaboration dichotemized.##h.” Compute the following centrality scores for the business units (In Ucinet menu, go to network>centrality>degree).  

a. OutDegree=measure of how many units you go to for advice and input. Which unit (id ranges from 1 to 41) has the highest OutDegree score, and what is its score? What does this number mean?

b. Which Unit(s) have the lowest OutDegree score, and what’s the number?

c. InDegree=measure of how many units that come to you for advice and input, ie what you provide others. Which unit has the highest InDegree, and what is the score? What does this number mean?

d. Look at the unit with the highest OutDegree and compare that score to that unit’s InDegree score. What does this say about this unit?

e. Look at the unit with the highest InDegree score and compare that score to that unit’s OutDegree score. What does that say about this unit?

f. In the Ucinet menu, go to Visualize>NetDraw. Then go to file>open>ucinet dataset>network and open “MIIC Collaboration dichotomized.##h.”  Does this visual display correspond with your findings in questions a, b and c?  What does it mean to have low OutDegree scores?

2. Use “MIIC Collaboration dichotomized-sym.##h.”  Compute the following path-length scores: “Farness” is a measure of the path in a network between any two actors (degrees of separation). If John knows Adam, then their path is 1. If Adam knows Beth but John does not, then the path from John to Beth is 2 steps. In this data set, there are 41 units. So a farness score of 80 is the total number of steps a unit has to go through to reach all other 40 units. That means on average 2 steps to reach another unit (i.e., 80/40 = 2 steps on average). 

a. In Ucinet menu, go to Network>Centrality>Closeness and compute farness score. Which unit has the largest farness score, and what is it?  Which unit has the lowest farness score, and what is it?  

b. Compute the path length from business unit # 2 to business unit #20. Go to Network>paths and input data file.  Compute the paths that exist between #2 and #20 and list them in your answer. What do these results say about unit # 2? On which unit is it depended as a bridge in the network?

3. Use “MIIC Collaboration.##h.” (make sure you use this file!). In Ucinet, go to tools>frequencies, and in “compute frequencies for”, click “rows.”  This gives a count of the number of ties for each unit by the strength of the tie (note: the output file is poor because is has not ordered the columns from 2,3 …14).  14=strongest tie, 2=weakest tie. Go back to question 1a where you computed the unit with the highest OutDegree. Now look at the results here for this unit. How is this unit able to have a high OutDegree?  What might be some potential problems with this approach? 

4. Use data file “MIIC Collaboration dichotemized.##h. Go to Network>Ego Networks>Structural Holes. (Use default settings. Should be; Method—Ego network model-ties beyond ego net have no effect; How to define ego net—both). 

Perform the analysis. Only look at the first summary table (Structural Hole Measures)

· Which unit has the lowest Efficiency score (3rd column), and what does that mean? What does it mean to have a Efficiency score of 1?

· Which unit has the lowest Constrain score (4th column), and what does this mean? What could be a benefit of having low constraint for a unit in this company? Compare your answer to the finding by Burt in the assigned reading (“Structural Holes and Good Ideas). 

· Which unit has the highest Constrain score (beyond units with only one contact, e.g., Degree=1), and what does this mean?
TIPS:
· Remember, the four Windows computers in the Masters’ Lounge have Ucinet 6 installed on them. 

· Make sure that you download the *.##h and *.##d data files.  Ucinet needs both!

· When downloading the files, make sure the files are saved as *.##h and *.##d, not their URL-encoded equivalents (*.%23%23h, etc.).  If they look like the latter, rename them (being careful to leave an h as an h and a d as a d, of course).

· Changing your working path in Ucinet to wherever your files are can save some time and confusion.

· For question 1 (centrality scores), when you get the menu for degree centrality (network>centrality>degree), you will need to check "no" where it states "treat data as symmetric."  You need asymmetric data (i.e., if A goes to B for advice, B may not necessarily go to A). 
· When using NetDraw to visualize the network in question 1, click on the browse button and find the NetDraw program path on the computer. Once you specify the correct path, NetDraw will appear.
· Read the excerpt from the tutorial (below) as you make your way through the assignment.  (Yes, Chapter 10 is intentionally placed before Chapter 9.)
This is from the Ucinet tutorial. Please read as you do the network assignment. 

http://faculty.ucr.edu/~hanneman/nettext/
Robert A. Hanneman and Mark Riddle

Introduction to social network methods

About this book

This on-line textbook introduces many of the basics of formal approaches to the analysis of social networks.  The text relies heavily on the work of Freeman, Borgatti, and Everett (the authors of the UCINET software package). The materials here, and their organization, were also very strongly influenced by the text of Wasserman and Faust, and by a graduate seminar conducted by Professor Phillip Bonacich at UCLA.  Many other users have also made very helpful comments and suggestions based on the first version.   Errors and omissions, of course, are the responsibility of the authors.

Hanneman, Robert A. and Mark Riddle.  2005.  Introduction to social network methods.  Riverside, CA:  University of California, Riverside (published in digital form at http://faculty.ucr.edu/~hanneman/ )

10.  Centrality and power

This page is part of an on-line text by Robert A. Hanneman (Department of Sociology, University of California, Riverside) and Mark Riddle (Department of Sociology, University of Northern Colorado).  Feel free to use and distribute this textbook, with citation. Your comments and suggestions are very welcome. Send me e-mail.
Introduction: The several faces of power
All sociologists would agree that power is a fundamental property of social structures. There is much less agreement about what power is, and how we can describe and analyze its causes and consequences. In this chapter we will look at some of the main approaches that social network analysis has developed to study power, and the closely related concept of centrality.

Network thinking has contributed a number of important insights about social power. Perhaps most importantly, the network approach emphasizes that power is inherently relational. An individual does not have power in the abstract, they have power because they can dominate others -- ego's power is alter's dependence. Because power is a consequence of patterns of relations, the amount of power in social structures can vary. If a system is very loosely coupled (low density) not much power can be exerted; in high density systems there is the potential for greater power. Power is both a systemic (macro) and relational (micro) property. The amount of power in a system and its distribution across actors are related, but are not the same thing. Two systems can have the same amount of power, but it can be equally distributed in one and unequally distributed in another. Power in social networks may be viewed either as a micro property (i.e. it describes relations between actors) or as a macro property (i.e. one that describes the entire population); as with other key sociological concepts, the macro and micro are closely connected in social network thinking.

Network analysts often describe the way that an actor is embedded in a relational network as imposing constraints on the actor, and offering the actor opportunities. Actors that face fewer constraints, and have more opportunities than others are in favorable structural positions. Having a favored position means that an actor may extract better bargains in exchanges, have greater influence, and that the actor will be a focus for deference and attention from those in less favored positions.

But, what do we mean by "having a favored position" and having "more opportunities" and "fewer constraints?" There are no single correct and final answers to these difficult questions. But, network analysis has made important contributions in providing precise definitions and concrete measures of several different approaches to the notion of the power that attaches to positions in structures of social relations.

Degree:  In the star network, actor A has more opportunities and alternatives than other actors. If actor D elects to not provide A with a resource, A has a number of other places to go to get it; however, if D elects to not exchange with A, then D will not be able to exchange at all. The more ties an actor has then, the more power they (may) have. In the star network, Actor A has degree six, all other actors have degree one. This logic underlies measures of centrality and power based on actor degree, which we will discuss below. Actors who have more ties have greater opportunities because they have choices. This autonomy makes them less dependent on any specific other actor, and hence more powerful.

Now, consider the circle network in terms of degree. Each actor has exactly the same number of alternative trading partners (or degree), so all positions are equally advantaged or disadvantaged.

 In the line network, matters are a bit more complicated. The actors at the end of the line (A and G) are actually at a structural disadvantage, but all others are apparently equal (actually, it's not really quite that simple). Generally, though, actors that are more central to the structure, in the sense of having higher degree or more connections, tend to have favored positions, and hence more power.

Closeness: The second reason why actor A is more powerful than the other actors in the star network is that actor A is closer to more actors than any other actor. Power can be exerted by direct bargaining and exchange. But power also comes from acting as a "reference point" by which other actors judge themselves, and by being a center of attention who's views are heard by larger numbers of actors. Actors who are able to reach other actors at shorter path lengths, or who are more reachable by other actors at shorter path lengths have favored positions. This structural advantage can be translated into power. In the star network, actor A is at a geodesic distance of one from all other actors; each other actor is at a geodesic distance of two from all other actors (but A). This logic of structural advantage underlies approaches that emphasize the distribution of closeness and distance as a source of power.

Now consider the circle network in terms of actor closeness. Each actor lies at different path lengths from the other actors, but all actors have identical distributions of closeness, and again would appear to be equal in terms of their structural positions. In the line network, the middle actor (D) is closer to all other actors than are the set C,E, the set B,F, and the set A,G. Again, the actors at the ends of the line, or at the periphery, are at a disadvantage.
9. Ego networks
This page is part of an on-line text by Robert A. Hanneman (Department of Sociology, University of California, Riverside) and Mark Riddle (Department of Sociology, University of Northern Colorado).  Feel free to use and distribute this textbook, with citation. Your comments and suggestions are very welcome. Send me e-mail.
Introduction
In the previous chapter we looked at the idea of the amount of "embedding" in whole networks -- loosely: the extent to which actors find themselves in social structures characterized by dense, reciprocal, transitive, strong ties.  The main theme was to understand and index the extent and nature of the pattern of "constraint" on actors that results from the way that they are connected to others.  
These approaches may tell us some interesting things about the entire population and its sub-populations; but, they don't tell us very much about the opportunities and constraints facing individuals.

If we want to understand variation in the behavior of individuals, we need to take a closer look at their local circumstances.  Describing and indexing the variation across individuals in the way they are embedded in "local" social structures is the goal of the analysis of ego networks.

We need some definitions.

"Ego" is an individual "focal" node.  A network has as many egos as it has nodes.  Egos can be persons, groups, organizations, or whole societies.

"Neighborhood" is the collection of ego and all nodes to whom ego has a connection at some path length.  In social network analysis, the "neighborhood" is almost always one-step; that is, it includes only ego and actors that are directly adjacent.  The neighborhood also includes all of the ties among all of the actors to whom ego has a direct connection.  The boundaries of ego networks are defined in terms of neighborhoods.

"N-step neighborhood" expands the definition of the size of ego's neighborhood by including all nodes to whom ego has a connection at a path length of N, and all the connections among all of these actors.  Neighborhoods of greater path length than 1 (i.e. egos adjacent nodes) are rarely used in social network analysis.  When we use the term neighborhood here, we mean the one-step neighborhood.

"In" and "Out" and other kinds of neighborhoods.  Most of the analysis of ego networks uses simple graphs (i.e. graphs that are symmetric, and show only connection/not, not direction).  If we are working with a directed graph, it is possible to define different kinds of ego-neighborhoods.  An "out" neighborhood would include all the actors to whom ties are directed from ego.  An "in" neighborhood would include all the actors who sent ties directly to ego.  We might want to define a neighborhood of only those actors to whom ego had reciprocated ties.  There isn't a single "right" way to define an ego neighborhood for every research question.

"Strong and weak tie neighborhoods."  Most analysis of ego networks uses binary data -- two actors are connected or they aren't, and this defines the ego neighborhood.  But if we have measured the strength of the relation between two actors, and even its valence (positive or negative), we need to make choices about when we are going to decide that another actor is ego's neighbor.  With ties that are measured as strengths or probabilities, a reasonable approach is to define a cut-off value (or, better, explore several reasonable alternatives).  Where the information about ties includes information about positive/negative, the most common approach is to analyze the positive tie neighborhood and the negative tie neighborhood separately.

Structural holes

In several important works, Ronald Burt coined and popularized the term "structural holes" to refer to some very important aspects of positional advantage/disadvantage of individuals that result from how they are embedded in neighborhoods.  Burt's formalization of these ideas, and his development of a number of measures (including the computer program Structure, that provides these measures and other tools) has facilitated a great deal of further thinking about how and why the ways that an actor is connected affect their constraints and opportunities, and hence their behavior.

The basic idea is simple, as good ideas often are.

Imagine a network of three actors (A, B, and C), in which each is connected to each of the others.

Let's focus on actor A (of course, in this case, the situations of B and C are identical in this particular network).  Suppose that actor A wanted to influence or exchange with another actor.  Assume that both B and C may have some interest in interacting or exchanging, as well.  Actor A will not be in a strong bargaining position in this network, because both of A's potential exchange partners (B and C) have alternatives to treating with A; they could isolate A, and exchange with one another.

Now imagine that we open a "structural hole" between actors B and C.  That is, a relation or tie is "absent" such that B and C cannot exchange (perhaps they are not aware of one another, or there are very high transaction costs involved in forming a tie).

In this situation, actor A has an advantaged position as a direct result of the "structural hole" between actors B and C.  Actor A has two alternative exchange partners; actors B and C have only one choice, if they choose to (or must) enter into an exchange.

Real networks, of course, usually have more actors.  But, as networks grow in size, they tend to become less dense (how many relations can each actor support?).  As density decreases, more "structural holes" are likely to open in the "social fabric."  These holes, and how and where they are distributed can be a source of inequality (in both the strict mathematical sense and the sociological sense) among actors embedded in networks.
Network>Ego Networks>Structural Holes examines the position of each actor in their neighborhood for the presence of structural holes.  A number of measures (most proposed by Burt) that describe various aspects of the advantage or disadvantage of the actor are also computed. 
Measures related to structural holes can be computed on both valued and binary data.  The normal practice in sociological research has been to use binary (a relation is present or not).  Interpretation of the measures becomes quite difficult with valued data (at least I find it difficult).  As an alternative to losing the information that valued data may provide, the input data could be dichotomized (Transform>Dichotomize) at various levels of strength.  The structural holes measures may be computed for either directed or undirected data -- and the interpretation, of course, depends on which is used.  Here, we've used the directed binary data.  Three output arrays are produced, and can be saved as separate files (or not, as the output reports all three).

Dyadic redundancy means that ego's tie to alter is "redundant."  If A is tied to both B and C, and B is tied to C, A's tie to B is redundant, because A can influence B by way of C.  The dyadic redundancy measure calculates, for each actor in ego's neighborhood, how many of the other actors in the neighborhood are also tied to the other.  The larger the proportion of others in the neighborhood who are tied to a given "alter," the more "redundant" is ego's direct tie.  In the example, we see that actor 1's (COUN) tie to actor 2 (COMM) is largely redundant, as 72% of ego's other neighbors also have ties with COMM.  Actors that display high dyadic redundancy are actors who are embedded in local neighborhoods where there are few structural holes.

Dyadic constraint is an measure that indexes the extent to which the relationship between ego and each of the alters in ego's neighborhood "constrains" ego.  A full description is given in Burt's 1992 monograph, and the construction of the measure is somewhat complex.  At the core though, A is constrained by its relationship with B to the extent that A does not have many alternatives (has few other ties except that to B), and A's other alternatives are also tied to B.  If A has few alternatives to exchanging with B, and if those alternative exchange partners are also tied to B, then B is likely to constrain A's behavior.  In our example constraint measures are not very large, as most actors have several ties.  COMM and MAYR are, however, exerting constraint over a number of others, and are not very constrained by them.  This situation arises because COMM and MAYR have considerable numbers of ties, and many of the actors to whom they are tied do not have many independent sources of information.

Effective size of the network (EffSize) is the number of alters that ego has, minus the average number of ties that each alter has to other alters.  Suppose that A has ties to three other actors.  Suppose that none of these three has ties to any of the others.  The effective size of ego's network is three.  Alternatively, suppose that A has ties to three others, and that all of the others are tied to one another.  A's network size is three, but the ties are "redundant" because A can reach all three neighbors by reaching any one of them.  The average degree of the others in this case is 2 (each alter is tied to two other alters).  So, the effective size of the network is its actual size (3), reduced by its redundancy (2), to yield an efficient size of 1.

Efficiency (Efficie) norms the effective size of ego's network by its actual size.  That is, what proportion of ego's ties to its neighborhood are "non-redundant."  The effective size of ego's network may tell us something about ego's total impact; efficiency tells us how much impact ego is getting for each unit invested in using ties.  An actor can be effective without being efficient; and an actor can be efficient without being effective.

Constraint (Constra) is a summary measure that taps the extent to which ego's connections are to others who are connected to one another.  If ego's potential trading partners all have one another as potential trading partners, ego is highly constrained.  If ego's partners do not have other alternatives in the neighborhood, they cannot constrain ego's behavior.  The logic is pretty simple, but the measure itself is not.  It would be good to take a look at Burt's 1992 Structural Holes.  The idea of constraint is an important one because it points out that actors who have many ties to others may actually lose freedom of action rather than gain it -- depending on the relationships among the other actors.

Hierarchy (Hierarc) is another quite complex measure that describes the nature of the constraint on ego.  If the total constraint on ego is concentrated in a single other actor, the hierarchy measure will have a higher value.  If the constraint results more equally from multiple actors in ego's neighborhood, hierarchy will be less.  The hierarchy measure, in itself, does not assess the degree of constraint.  But, among whatever constraint there is on ego, it measures the important property of dependency -- inequality in the distribution of constraints on ego across the alters in its neighborhood.
� The question was: “Over the past 2 years, are there any divisions from whom your division regularly sought technical and/or market-related input?”. If “yes,” respondent was asked to score the strength of the relation. Strength was measured with two scales ranging from 1 to 7:  frequency of communication, and closeness of working relationship. 





